HS 267 Lecture Notes 3/15/07 (Linear correlation and regression)
Preliminary 

1. Assume students completed introductory .ppt presentations with diligence

2. Lab note are complete (and long) – maximize lab time (brief intro follows)
a. Typo in formula on p. 32 of Lab manual. Formula should be 
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b. Equivalent formula used in .ppt slides: 
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 where zX is the z-score for the X variable = 
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and zY is the z-score for the Y variable = 
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c. Calculating these sums of squares are a pain, so let the calculator or computer calculate r for you.

3. Explanatory variable (X) and response variable (Y) are quantitative (cf., prior three units in which X was categorical).

4. Importance of the scatterplot: Form! Outliers! Direction, Strength (difficult)

Correlation

5. Characteristics of r (e.g., unit-free, always between −1 and 1, measures strength / adherence to trend)

6. Testing parameter ρ 
a. H0: ρ = 0 
b. tstat with df = n – 2 
c. P value 
d. Conclusion – P value quantifies evidence against H0
e. Conditions: linearity, independence, [bivariate] Normality

Regression

7. What is a residual? 

8. Regression model (equation): 
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 is the predicted value of Y given xi,  a is the intercept estimate, and b is the slope estimate (despite what you calculator “things”)
9. Formulas for a and b (Lab Workbook p. 34) minimize the sum of squares of the residuals (“least squares model”); let calculator and computer do heavy lifting!
10. Interpretation of slope (important): predicted change Y per unit increase in X 
11. Testing slope (Let β ≡ population slope)
a. H0: β = 0 

b. ANOVA of regression just like regular ANOVA except “Regression” = “Between” and “Residual” = “Within”; Fstat with df1 and df2
c. P value 

d. Conclusion 

e. Conditions: Linearity Independence Normality (of residuals) Equal variance (of residuals)

12. Estimating β with confidence (Lab Workbook pp. 38) 
Non-linear relationships → Lab Workbook pp. 40 – 42
Two suggestions: 
(1) Familiarize yourself with the formula sheet 1 pp. 4 & 5. 

(2) Scrutinize each element of the output; write meaningful labels so you know what each statistic signifies. 
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