KEY Lung Cancer in Nonsmoking Women KEY
1. Research question. The research question is: "Does exposure to environmental tobacco smoke (ETS) increase the risk of lung cancer in female lifetime nonsmokers?" 

2. Small and significant. 
By small the investigators are probably referring to a small difference in incidence or “weak” association. 
By “significant” the authors are either referring to public health importance or statistical significance (P < 0.05 or a 95% CI for the OR that does not include 1.0). Thus, the meaning of the word “significant” is ambiguous. 
Comment: Public health importance is a relevant and worthy issue, while statistical significance is a thicket that causes significant folly.
3. Unresolved issues. These are the five "unresolved issues" listed by Fontham et al.: 

a. Misclassification of smoking status: A history of active smoking is a strong and well-established risk factor for lung cancer. One concern about existing studies of ETS is that the "nonsmokers" who developed lung cancer may have actually been smokers at some time or even be light smokers at the time of the study. Current smokers can be detected to some extent through biochemical measures such as urinary or saliva cotinine (a long-lived nicotine metabolite). If women smokers in households with ETS for some reason were more likely to report that they were nonsmokers than were women smokers in households without ETS, then this misclassification would create a spurious positive association (bias away from the null). 

b. Histopathological specificity: There are two issues here. One is the possibility that cancers that did not originate in the lung but metastasized to the lung may have been counted as lung cancers in some existing studies. Were this to happen to a greater extent among women exposed to ETS, then that situation could create the appearance of an association even if none existed for primary lung cancers. The second issue is that lung cancer, as many other cancers, may occur in different kinds of cells (histo = tissue). These different histological types may have different causes. Examining the relation of ETS to different subtypes of lung cancer may yield insight into cause.

c. Recall bias: Due to the rarity of lung cancer, especially among lifelong non-smokers, case-control studies have been the primary design used in studies of ETS and lung cancer. In case-control studies, information on exposure to ETS in cases is obtained after lung cancer has occurred. If cases are more likely than controls to recall and report exposure to ETS, then an association between lung cancer and ETS will be biased away from the null. 

d. Source of ETS exposure: The utility of this study is ultimately determined by the ability to quantify past exposure to ETS. Obtaining detailed information on the timing and source of ETS exposure based on exposure during childhood, as an adult, in one’s occupation, etc., could improve accuracy of exposure classification and thus improve the validity of the study’s results. 

e. Confounders and other risk factors: Weak associations (small effects) can readily arise due to associations of the exposure with other independent risk factors. If these other risk factors can be measured, then their influence can be assessed and adjusted for via stratification and mathematical models. 
4. Undercoverage. Examples of groups that may be under-covered (a) women without a working telephone (more of a problem in the under 65 population), since the over 65 population will be picked up on Medicare roles (b) women who screen their telephone calls and do not return messages left by researchers, (c) women who are unreachable for other reasons (e.g., migrant worker families). Will this be important? This is hard to say. If the under-covered populations were the same in the cases and controls, then this would not effect the validity of the results. 

Comment: One strategy to improve the study design would be to exclude cases under age 65 who did not have a telephone before they developed lung cancer. This would “unify” the source population.
5. Control series. The control group provides information about the exposure experience of the source population (i.e., the population that gave rise to the cases). This allows the OR from the study to be a good statistical reflection of the RR in the underlying source population and allows us to interpret the OR as a relative risk.
6. Population-based controls. The principal advantage is that population-based controls provide a direct measure of the distribution of ETS exposure and other variables in the source population. I have less confidence that hospital-controls will be representative of the source population because hospital-controls are admitted to hospitals based on illnesses that may be associated with the ETS—a phenomenon known as Berkson’s bias or hospital admission bias. 

Comment: The principal disadvantage of population controls is the cost in time, resources, and effort needed to identify and recruit these controls. Typically 40 or more telephone calls must be made for every population control recruited for a study by the random digit dialing method. Hospital-controls are much easier to identify are generally more willing to participate in health research. 
7. Colon cancer-controls. Recall bias in population controls would occur if persons with lung cancer were more likely than persons without cancer to report ETS exposure. It is often suggested that persons with a serious disease have a psychological tendency to find an explanation for their illness and to lay the blame for their illness on something that is not their fault. If such a tendency existed in this study, then colon cancer subjects might have a greater tendency to report ETS than the community controls. For this reason the authors argue that the similarity of the observed odds ratios for the two control groups suggests that selective recall was not an important factor in this study. However, the authors do acknowledge that “nonsmoking lung cancer cases and nonsmoking colon cancer cases are not similarly motivated to remember exposures to the tobacco smoke of others” (p41,c2).  
8. Nonresponse. Three specific questions were raised:

What concerns does this raise about the validity of results? If interviews had been conducted on 100% etc. 
Non-response could cause a selection bias if the non-response was associated with exposure to ETS. For example, if the non-responders in the control series had a high prevalence of ETS exposure, the ratio (B1/B0) would under-estimate the exposure level in the source population and the odds ratio would be biased away from the null. 
Is it likely that the 16% non-interviewed cases and the 28% of non-interviewed controls would produce serious distortion? This would depend on how different the non-responders were from the responders. Overall, a response rate of 84% is regarded as “pretty good” and a response rate of 72% is regarded as “standard.”

Comment: It has become increasingly difficult to obtain higher response rates.} The key question, generally difficult to answer, is whether or not the sample is still a probability sample unbiased by some factor associated with responding. With over one in four selected controls not participating, there is ample opportunity to give a biased estimate of the population. 

What further data would you want…? Here are some ideas:

· Consider comparing ETS exposure information in the medical records of the 84% interviewed and 16% non-interviewed cases. 
· Make a special effort to track down and interview some of the non-responders. Then compare these results in the initial non-responders with the cases and controls to see if they differ systematically with respect to the key variables in the study. If there are socioeconomic, ethnic, or religious difference between the two groups that influences smoking behaviors, this would be a red flag. 
· Attempts to convert the “soft refusals” into study participants. (It is not ethical to call back “hard refusals” (people who give a definite refusal or say not to call them again). 

9. Education level as a risk factor. 
A1 = 135, A0 = 71 + 33 + 25 = 129, B1 = 165, B0 = 181 + 107 + 69 = 357 
	Education level
	Cases
	Controls

	Less than high school
	135
	165

	At least some college
	129
	357


OR = (135 x 357) / (165 x 129) = 2.26

Interpretation: Less than a high school education is associated with 2.26 times the risk of lung cancer compared to having some college in non-smoking women. This represents a 126% increase in risk in relative terms.
Extended thought response: An odds ratio can be expressed as an "exposure" odds ratio or a "disease" (or "incidence", "risk") odds ratio, since the two are mathematically equivalent. The "exposure" odds ratio formulation is: "The odds of having less than a high school education (that is, being "exposed") among nonsmoking female lung cancer cases are 2.26 times the odds of having less than a high school education among nonsmoking controls." The "risk" odds ratio formulation is: "The odds of developing lung cancer among female nonsmokers with less than a high-school education are 2.26 times those for female nonsmokers with at least some post-secondary education". If we can regard the control group as "density controls", then this odds ratio directly estimates the incidence density ratio (a.k.a., incidence rate ratio). Since lung cancer is a rare disease, the odds ratio, incidence rate ratio, and cumulative incidence ratio will all be nearly identical. Thus, this odds ratio could also be interpreted as: "The rate of lung cancer in nonsmoking women who have less than a high school education ("exposed") is 2.26 times that in nonsmoking women who have completed at least one year of education beyond high school ("unexposed"). 

10. Education level as a risk factor, part 2. 
OR = 2.26 (95% CI : 1.67, 3.07). We can be 95% confident that the relative risk absent random error lies between 1.67 and 3.06. (Note: the confidence interval does not control for systematic error.)
P < .0000001 (by any method). This low P-value suggests that the observed association is not easily explained by chance
 (i.e., “statistically significant”).
11. Different types of lung cancer. The stronger association between ETS and adenocarcinoma than with any other cell types is consistent with the theory that ETS is more likely to cause adenocarcinomas than other types of lung cancer. However, no definitive statement can be made because the difference in odds ratios is small and confidence intervals overlap. 
Comment: Mainstream cigarette smoke is more likely to cause epithelial types of lung cancer than adenocarcinomas. This raises all sorts of issues!
�Vic’s comments: The meaning of “confident” is difficult to explain. For the most part, simple explanations are incorrect, and correct explanations are not simple. Unfortunately there are also complex but incorrect explanations, so even complexity is not a sure guide to accuracy. What is clear, though is that the larger the sample size, the closer the lower and upper bounds of the confidence interval will be for a given point estimate and confidence level (e.g., 95%). In that way, the confidence interval provides an indicator of the precision of the OR estimate, i.e., how much it would be influenced by sampling variability.  





Since the lower limit of this confidence interval is greater than 1.0, which is the null (= no association) value of the odds ratio, many people will say that "the association is “significant” However, this interpretation ignores much of the information provided by the confidence interval and uses an arbitrary 5% probability as the dividing line between "chance" and "not chance". In addition, "statistical significance" is a somewhat murky concept. In particular, the fact that something is unlikely to occur by chance given a set of assumptions does not mean that something that has been observed is unlikely to have occurred by chance. Recall that in the module on sensitivity and specificity, even where there was a very low probability that a noncase would be called a "case" (i.e., high specificity), when the test was applied to a population with a low prevalence of the disease there can be a high probability that someone called a "case" is a false positive. If the vast majority of statistical tests are conducted in situations where there is no real association, then the 5% that cross the "significance" threshold will include many "false positives". 





If you're math-oriented, you may have noticed that the OR estimates are not in the middle of their confidence intervals, whereas confidence intervals for means are symmetric about the point estimate. The reason is that the confidence interval for estimating a ratio is usually derived on the log scale. If you take logarithms you should find the OR estimate to be in the middle of the interval estimate. Also, the "distance" between the upper and lower limits is usually measured as their ratio, which corresponds to their difference on the log scale. 





If you really like math: The following procedure can be used to calculate the 95% confidence interval around the odds ratio (OR). (You will not be required to calculate a confidence interval on an exam.) The distribution of possible odds ratios is highly skewed - the OR ranges from 0 to "infinity", but its middle value is 1.0. So confidence limits are first obtained for the natural logarithm of the OR, which simplifies the derivation of the variance of the OR estimate. The antilogarithms of the resulting limits then provide the confidence limits for the OR on the ordinary scale. (If you’d like to refresh your knowledge of logarithms and exponents, see the appendix to the chapter on measuring disease and exposure in the Evolving Text at www.epidemiolog.net) and/or some of the websites on the course home page or in the Resources folder in Blackboard.) 





The variance of the estimate of the OR is:


      1/a + 1/b + 1/c + 1/d 





If all four cells have large numbers (e.g., a=b=c=d=400), this variance will be small (e.g., 0.01), but the presence of any small cell (e.g., b=5) will cause the variance to be much larger no matter how large the other cells are. So the smallest cells have the greatest effect on the width of the confidence interval. 





When an estimator is approximately normally distributed, the 95% confidence interval for an estimate is the estimate itself plus-or-minus 1.96 times its standard error. So the 95% confidence interval for the natural log of the OR, ln(OR), is 





      ln(OR) + 1.96 x {1/a + 1/b +1/c + 1/d}^0.5 





and the 95% confidence interval for the OR is: 





      95% confidence interval for the OR = exp[ln(OR) + 1.96 {1/a + 1/b +1/c + 1/d}^0.5] 





      Lower 95% limit = exp [ln(2.26) - 1.96(1/135 + 1/165 + 1/129 + 1/357)^0.5] = (2.26) (0.738) = 1.67 





      Upper 95% limit = exp [ln(2.26) + 1.96(1/135 + 1/165 + 1/129 + 1/357)^0.5] = (2.26) (1.35) = 3.06 





[ln=logarithm to the base e; exp = the antilogarithm, i.e., e raised to this power. As used here, the caret (^) signifies an exponent. See the resources page in Blackboard for math review websites.] 





[BBG comment: Vic went a little nuts here explaining how a confidence interval for an odds ratio is calculated. (Sorry Vic!), but I have left this text visible because a few students inevitably ask me “how do you calculate the confidence interval?].
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