Basic Biostat: Listing of Concepts and Techniques 
PART I: GENERAL CONCEPTS AND TECHNIQUES

Chapter 1: Measurement 
· Biostatistics is more than a compilation of computational techniques. It entails all elements of looking at quantitative data. 
· Data are organized into tables comprising observations (rows), variables (columns), and values (in cells).
· Measurement scales are classified as quantitative, ordinal, and categorical. 
· The quality of a statistical study depends on the relevance and quality of its measurements (GIGO).
Chapter 2: Types of Studies
· Schematic outlines of comparative studies: 
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· Survey samples must be selected in such a way to allow for generalization to the population. This requires incorporating an element of chance into the sample. 
· Students should understand the characteristics of simple random samples (SRSs). They should also be able to select a SRS using random numbers generated from Table A or with a random number generator.
· Experimental principles of randomized control trials should be understood. Students should be able to randomize a treatment. 
Chapter 3: Frequency Distributions
· In drawing a stemplot, start with between 4 and 12 stem values. Use trial and error to create the most informative stemplot. (Split the stem-values or using a different stem multiplier, as required.)
· Explore the shape, center, and spread of a distribution of a variable with stemplots and histograms. Look for deviations (outliers) from the general pattern.
· Use frequency tables, pie charts, and bar charts for categorical outcomes.
Chapter 4: Summary Statistics
· Sample mean is the most common measure of central location: 
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· The sample standard deviation is the most common descriptive measure of spread: 
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· The median is the middle value of a dataset. It has depth 
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.  Average the values adjacent to this depth when n is odd.
· To determine quartiles, spit the data in half at the median. When n is odd, the median is included in both the low group and high group. The “median” of the low group is Q1. The “median” of the high group is Q3. 
· Check calculations with a calculator or computer application when available. 

· Use the mean and standard deviation to describe symmetrical distributions. For asymmetrical and oddly shaped distributions, use the median and IQR (or five-point summary) to describe the distribution. Supplement these statistics exploratory with plots, when possible.
Chapters 5: Probability Concepts 
· Basic properties of probability: (1) 0 ≤ Pr(A) ≤ 1; (2) Pr(S) = 1 ; (3) Pr(Ā) = 1 − Pr(A); (4) Pr(A or B) = Pr(A) + Pr(B) for disjoint events 
· For discrete random variables 
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· Probability mass functions (pmfs) describe the sampling space for discrete random variables, while probability density functions pdfs describe continuous random variables.  
· Use areas under the curve of pdfs to determine probabilities for continuous random variables. 
· More advanced rules properties (optional): (5) Independence rule (6) General rule of addition (7) Conditional probability definition (8) General rule of multiplication (9) Total probability rule (10) Bayes’ theorem
Chapter 6: Binomial Distributions
· X~b(n,p) 
· 
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· Shortcut formulas for mean and standard deviation: µ = np and 
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 where q = 1 – p. 
Chapter 7: Normal Distributions 
· Bell-shaped, symmetrical, with horizontal asymptotes in both tail; points of inflection at μ ± σ; total AUC = 1; 68% within μ ± σ; 95% within μ ± 2σ; 99.7% μ ± 3σ.
· Finding Normal probabilities: (1) State the problem (2) Standardize the values:
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(3) Sketch and shade the curve (4) Use Table B. 
· Finding a value on a Normal distribution: (1) State (2) Use Table B to look up zp (3) Sketch (4) Unstandardize: x = μ + zpσ
Chapter 8: Introduction to Statistical Inference

· Describe the goals of statistical inference, especially in relation to parameters, statistics, and sampling distributions of statistics.

· The sampling distribution of 
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 has mean μ (unbiased principle) and standard deviation 
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· 
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 has a Normal distribution when the population distribution is Normal or when the sample is large (Central Limit Theorem).

Chapter 9: Basics of Hypothesis Testing

· Steps: A. Null and alternative hypotheses B. Test statistic C. P-value and its interpretation D. Significance level (optional)

· All hypothesis testing steps, from setting up the hypotheses to interpreting the results, are equally important.
· The z statistic for testing H0: μ = μ0 (σ known, SRS from Normal population or large sample) is 
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. The P-value is the tail area(s) from a Standard Normal distribution. 

· Alpha is the probability of a type I error; beta is the probability of a type II error; power is the probability of avoiding a type I error.

· Sample size requirements can be calculated from the perspective of (1) limiting margin of error m for the confidence interval, (2) achieving given power and alpha for of a test, (3) determining the power of a test of limited in size.
Chapter 10: Basics of Confidence Intervals

· Points pending

PART II: QUANTITATIVE RESPONSE VARIABLE

Chapter 11: Inference About a Mean

· Points pending

Chapter 12: Comparing Independent Means

· Points pending

Chapter 13: ANOVA

· Points pending

Chapter 14: Correlation and Regression

· Correlation and regression quantify the linear relationship between a quantitative explanatory (independent) variable and quantitative response (dependent) variable.
· Start by analyzing the relationship with a scatterplot. Analyze the form, direction, and strength of the relationship. Also check for outliers.
· Correlation coefficient r will always be between −1 and 1; it is a measure of “strength” of the relationship, with values closer to −1 and 1 indicating stronger and stronger relationships. 

· 
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. Results should be checked with a calculator or computer. [WinPepi has a built in correlation coefficient and regression calculator in PAIRSetc D1.]
· Correlation applies only to linear relationships; it does not necessarily indicate causation (e.g., confounding), and is strongly influenced by outliers.

· To test H0: ρ = 0, use 
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. Confidence limits for ρ are given by 
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 ; df = n – 2. Conditions for inference include sample independence and bivariate Normality. 
· Regression describes the relationship between X and Y with the line (“model”): 
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 where a denotes the intercept and b denote the slope. A least squares criterion is used to fit the line to the data. The slope of the least squares line is given by
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. Each data point is associated with a residual, where a residual = observed y – predicted y. The slope of the regression model is the key statistic; it predicts the average change in Y per unit X. 

· The standard error of the regression model is given by 
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. A confidence interval for slope parameter β is given by b ± (tn-2,1-α/2)(SEb) where 
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. The test statistic 
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can be used to test H0: β = 0. (An equivalent approach for testing the regression coefficients based on an ANOVA model is described on pp. 321 – 324.) Conditions for inference include linearity, independence, Normality, and equal variance.

Chapter 15: Multiple Regression

· Points pending

PART III CATEGORICAL RESPONSE VARIABLES
Chapter 16: Inference about a Proportion

· Sample proportion 
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 should be viewed in the context of a binomial random variable in which the numerator is the number of successes (x) and denominator is the number of independent Bernoulli trials (n).
· Sample proportions may represent cumulative incidences (average risks) or prevalence, depending on how successes are counted.

· A Normal approximation to the binomial can be used to test H0: p = p0 when the sample is large with 
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· An optional continuity-correction may be incorporated into the above z statistic: 
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· An exact binomial procedure should be used to test H0: p = p0 when the sample is small. (Exact procedures are best calculated with a statistical utility such as WinPepi.)
· When n ≥ 10, a plus-four method is used to calculate confidence intervals for p: 
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.  This method produces results similar to Wilson’s score method.  
· A binomial or Mid-P exact procedure is used to calculate the confidence interval for p. when n < 10.
· Sample size requirements can be approached from the perspective of (1) limiting margin of error m, (2) testing with a given power and alpha level, (3) determining the power of a test with a given sample size.  
· To limit the margin of error to m, use 
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· The determinants of power when testing H0: p = p0 are p0, p1, n, and α. Conditions may be plugged into the power or sample size formulas on p. 368. Use of a software utility such as WinPepi’s Describe.exe is encouraged to allow for different assumptions.
· Use software tools such as “WinPepi > Describe > A. Appraise a rate or proportion” to check your work.
Chapter 17: Comparing Two Proportions
Notation:

	
	Successes
	Failures
	Total

	Group 1 
	a1
	b1
	n1

	Group 2 
	a2
	b2
	n2

	Total
	m1
	m2
	N
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· The essence of this chapter is a comparison of 
[image: image36.wmf]2

1

ˆ

 

and

 

ˆ

p

p

. 

· Sample proportions 
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reflect underlying population proportions p1 and p2. 

· A difference in two proportions represents either a risk difference or prevalence difference. 

· In large samples,  the sampling distribution of the risk difference is 
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· A (1 – α)100% CI for p1 - p2 by the plus-four method (similar to Wilson score method) is 
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· To test H0: p1 = p2 in large samples, use 
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.  In small samples, use Fisher’s exact test or the exact mid-P procedure.
· The RR measures both the direction and strength of an association: 
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· A (1−α)100% confidence interval for the RR = 
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· Systematic errors (selection bias, information bias, and confounding) can overwhelm random sources of error when analyzing data.
· The power of a test of H0: p1 = p2 is determined by p1, p2, n1 and n2, and α. 
· Students are encouraged to use “WinPepi > Compare2.exe > Power” or “WinPepi > Compare2.exe > Sample size” to determine power and sample size requirements when comparing proportions. 

· Use of the software utility should free students to think about the assumptions they are using to calculate power and sample size requirements.
Chapter 18: Cross-Tabulated Counts 
· Cross-tabulated data may be derived by naturalistic, cohort, and case-control samples. 
· Marginal distributions have descriptive utility only with naturalistic samples.

· Use conditional (row or column) percents to describe the relationship between the row and column variable. 

· For R-by-2 tables based on naturalistic and cohort samples, the row percents in the first column (i.e., p-hati = ai/ni) represent group incidences or prevalences. 
· In R-by-2 tables, the relative risk in group i
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, where group 1 is the least exposed group. 
· The odds ratio is an alternative measure of association that can be used in all types of samples: 
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· A chi-square statistic can be used to test H0: “no association in population” 
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· The continuity-corrected (“Yates’) chi-square statistic is 
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· Fisher’s exact procedure should be used when more than 20% of expected frequencies are less than 5 or any expected frequency is less than 1. 

· Pertinent characteristics of chi-square distributions include their asymmetry and relationship to independent Standard Normal random variables. 
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