20: Power and Sample Size 

Introduction

To achieve meaningful results, statistical studies must be carefully planned and designed. As you know, study design has many aspects, including:
· How will the research question be operationalized? 

· How will the study outcome be measured? Will it be objective? Will it be repeatable? 

· How will relations be quantified? 
· What parameter will be estimated? 

· Will the study be experimental or non-experimental? 

· If experimental, will blinding be employed? Will randomization be employed? What is the nature of the control group?
· If non-experimental, will data be prospective or retrospective? Will the sample be cross- naturalistic, cohort, or case-control?  What are you going to do about confounders? 
· How large a sample will be needed? 

These notes address the last question for selected types of studies. When (confidence interval) estimation is the goal, we endeavor to select a sample that achieves a stated margin of error. When testing is the goal, we will endeavor to determine a sample size that will achieve a stated power at a given “significance” level. 
Confidence Interval for a Mean 

The margin of error of an estimate is half its confidence interval width. Let m represent the desired margin of error for an estimate.  In estimating μ with 95% confidence,
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In applying this method, considerable effort should be put into getting a good estimate of σ. Such estimates may come from prior studies, pilot studies, or “Gestalt”. 

Example:  SEQ CHAPTER \h \r 1To obtain a margin of error of 5 when studying a variable with a standard deviation of 15, use n = (4)(152)/(52) = 36. To obtain a margin of error of 2.5 when studying this variable, use n = (4)(152)/(2.52) = 144. Notice that requiring a smaller margin of error required a larger sample size; half the margin of error required us to quadruple the sample size.
Testing a Mean Difference (Independent Samples)
In testing H0: μ1 = μ2 (two samples) use  
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per group, where (1 – β) = the power of the test,  α = significance-level, σ = standard deviation within groups (see prior comment), and Δ = the difference worth detecting (effect size you are looking for). 

Maximum efficiency is gained when the groups have equal sample sizes n per group. If the size of n1 is restricted, apply the formula n2 = nn1 / (2n1 – n) to determine the size of the group 2. 
For small samples (n ≤ 30), we should apply adjustment factor f = (df + 3) / (df + 1) to compensate for the difference between z and t distributions.

A statistical utility such as the one found on www.OpenEpi.com may be used for computation.
Example: Suppose you want to test H0: μ1 = μ2 at α = 0.05 (two-sided) with 90% power. You are looking for a mean difference of 1 mmol/L and are willing to assume a common variance of 0.25 mmol.  The output screen from OpenEpi with these assumptions is shown below, suggesting that we need to study n = 6 per group.

[image: image4.png]Sample Size For Comparing Two Means

Tnput Data
Mean
Group1 Group 2 difforeneel
Mean 1
Standard deviation 05 05
Variance 025 025
Sample size of Group 1 6
Sample size of Group 2 6
Total sample size 12

! Mean difference= (Group 1 mean) - (Group 2 mean)




The sample size formula for hypothesis testing can be rearranged to determine the power of a test based on a given sample sizes. For example, we can ask what would the power of the aforementioned example be had we used only 4 individuals per group. Here is how the power calculator on www.OpenEpi.com answers this question:

[image: image5.png]Power For Comparing Two Means

Tnput Data
Mean
Group1 Group 2 Differcae 1
Mean 1
Sample size 4 4
Standard deviation 05 05
Variance 025 025
Power hased on
Normal approximation method 80.75%

Mean ifference= (Group 1 mean) - (Group 2 mean)




The power is almost 81%. 
Confidence Interval for a Proportion

To determine the sample size requirements in estimating a proportion, let m represent the margin of error you are willing to live with. You then specify the expected proportion p. If you are clueless about this, use p = 0.5 to derive an estimate. Then state the desired level of confidence (e.g., 95%). Computations are best carried out by computer.
Example: How many people do I need to study to estimate a proportion within a margin of error no greater than ±3%? I do not have a good idea of the expected proportion, so will assume p = 0.5 for the sample size calculation.  OpenEpi.com derives this output:
[image: image6.png]Sample Size for Frequency in a Population

Population size(for fiite population correction factor or fpe)(V): 1000000
Hypothesized % frequency of outcome factor in the PN
population (p):

Confidence fimits as % of 100(absolute +/- %)(d): 3%

Design effect (for cluster surveys-DEFF): 1

Sample Size(r) for Various Confidence Levels

ConfidenceLevel(%) ~ Sample Size

95% 1066
80% 457
90% 751
97% 1307
99% 1840
99.9% 2999

99.99% 4189





Notice that higher levels of confidence require larger sample sizes.

Example: How many people do I need to study to estimate a proportion within a margin of error no greater than ±5%? Let us once again assume p = 0.5 (lacking better information). 
[image: image7.png]Sample Size for Frequency in a Population

Population size(for fnite population correction factor or foc)(N): 1000000
Hypothesized % frequency of outcome factor in the S0%:15
population (p):

Confidence limits as % of 100(absolute +/- %)(@): 5%
Design effect (for cluster surveys-DEFF): 1

Sample Size(r) for Various Confidence Levels

ConfidenceLevel(%) ~ Sample Size

95% 384
80% 165
90% 271
97% 471
99% 664
99.9% 1082

99.99% 1512





This higher margin of error allows for smaller sample sizes.
Testing two proportions 

In testing H0: p1 = p2, the sample size depends on: 

· Significance level (α) 
· Power (1 – β) 
· The detectable difference or ratio in proportion
· Relative sizes of the samples (n2 / n1) 

· The expected proportion in the non-exposed group (p2)
Maximum efficiency is gained by studying the same number of individuals per group, so that n2 / n1 = 1.
We won’t bore you with the details of computation, instead choosing www.OpenEpi.com for computation.

Example: Suppose we want to test two proportions from cohort study, studying an equal number of individuals in the exposed and non-exposed groups. We want to use an alpha level of 0.05 for a test with 80% power. We wish to detect a doubling of risk and will assume that the risk in the non-exposed group is 10%. The sample size program on www.OpenEpi.com calculates the sample size requirement using three different methods. Let us use the Fleiss estimate (without continuity-correction) results—we need 199 individuals per group to achieve these conditions.

[image: image8.png]Sample Size for Cross-Sectional & Cohort Studies & Clinical Trials

Two-sided significance level(1-alpha): 95
Povwer(1-beta, % chance of detecting): 80
Ratio of sample size, UnexposedExposed: 1
Percent of Unexposed with Outcome: 10
Percent of Exposed with Outcome: 2
Odds Ratio: 23
Risk/Prevalence Ratio: 2
Risk/Prevalence difference: 10
. Fleiss with
Kelsey Fleiss pA
Sample Size - Exposed 201 199 219
Sample Size-Nonexposed 201 199 219

Total sample size: 402 398 438





Power of the test 

As we did in testing means, the sample size formula can be rearranged to determine the power of a test based on a given sample size. For example, we can ask what would the power of the aforementioned example be had we used only 100  individuals per group. Here is how the power calculator on www.OpenEpi.com answers this question:

[image: image9.png]Power for Cohort Studies

Tnput Data
95
100
20
100
10
2

Power based on:
Normal approsimation 50.82%
Normal approsimation with contimiy correction 4245%





Testing proportions from case control studies

In testing H0: OR = 1 for a case-control study, specify the expected odds ratio and expected proportion of controls who are classified as exposed. Here’s output for an illustration that assumes α = 0.05, 1 – β = 0.8, an equal number of cases and controls, an exposure proportion of 0.25 in controls, and an expected odds ratio of 2.
[image: image10.png]Sample Size for Unmatched Case-Control Study

For:
Two-sided confidence level(1-aipha) 95
Power(% chance of detecting) 80
Ratio of Controls to Cases 1
Hypothetical proportion of controls with 2
exposure
Hypothetical proportion of cases with w0
‘exposure:
Least extreme Odds Ratio to be detected: 200
. Fleiss with
Kelsey Fleiss pA
Sample Size - Cases 154 152 165
Sample Size - Controls 154 152 165

Total sample size: 308 304 330





These conditions require 152 cases and 152 controls. 
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